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#### Abstract

In this paper we introduce the resolvent metric, the generalization of the resistance metric used for strongly recurrent walks. By using the properties of the resolvent metric we show heat kernel estimates for recurrent and transient random walks.
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## 1. Introduction

This paper is motivated by Kigami's results [10,11] on resistance forms, resistance metric, and several further studies in the same spirit, among others the paper by Barlow et al. [3] and Grigor'yan et al. [7]. All these works present heat kernel estimates under mild conditions thanks to the resistance metric which links the potential theoretic properties of the space to the properties determining the heat propagation. Unfortunately in transient spaces the resistance metric does not carry enough information to describe heat propagation. In the present paper we introduce a new metric, the resolvent metric and apply it to analyze random walks on weighted graphs. The new

[^0]metric has similar properties as the resistance metric and heat kernel estimates can be achieved under similar conditions used in the recurrent case. In that respect the paper is a generalization of [3,7]. It is particularly interesting that in the strongly recurrent case Barlow, Coulhon and Kumagai [3] obtained the elliptic Harnack inequality basically from volume doubling and a resistance estimate:
$$
R(x, y) \asymp \frac{d^{\beta}(x, y)}{V(x, r)}
$$

This relation connects the effective resistance $R(x, y)$ between points $x, y$ with distance $r=$ $d(x, y)$, the volume of the ball $V(x, r)$ about $x$ with radius $r$ and the gauge function $d^{\beta}(x, y)$ for the mean exit time $E(x, r)$. The mean exit time, $E(x, r)=\mathbb{E}\left(T_{B(x, r)} \mid X_{0}=x\right)$, is the time needed for the walk to escape from a ball $B(x, r)$ starting the walk at $x$. Here $\beta$ plays the role of the walk exponent which is in many cases responsible for the growth of the expected time. Kigami obtains several equivalent conditions for the two-sided heat kernel estimates (c.f. [11] Theorems $15.10,15.11$ ), among others volume doubling and the Einstein relation. The latter one can be considered as a resistance estimate too:

$$
R\left(x, B^{c}(x, r)\right) \asymp \frac{E(x, r)}{V(x, r)}
$$

In what follows we need a similar but weaker assumption, a lower bound for the newly introduced iterated resistance (see below (2) and Definition 3.4), inspired by the condition used in [7] for the standard effective resistance. It might be interesting to observe that condition (2) is necessary and sufficient for the parabolic Harnack inequality and implies the elliptic one (though in an implicit way).

Our main results can be summarized as follows. We consider a weighted graph $(\Gamma, \mu)$ and a random walk on it. We assume that there is a $p_{0}>0$ such that for all $\mu_{x, y}>0$ we have

$$
\begin{equation*}
P(x, y) \geq p_{0} \tag{0}
\end{equation*}
$$

uniformly, this condition will be assumed in the whole paper and will be referred by ( $p_{0}$ ). We construct the resolvent metric $\rho$ based on the iterated resistance $R_{m}(A, B)$ (for $m>0$ and $A, B$ disjoint sets), (see Definition 3.4 and Corollary 3.1) and consider $B_{\rho}(x, r)$, balls in $\rho$ (more precisely, connected subset of them containing $x$ ), their volume $V_{\rho}(x, r)$ and define the scaling function $F(x, r)=\left(r^{2} V_{\rho}(x, r)\right)^{1 / m}$ for a well chosen $m$. Denote $f(x, \cdot)=F^{-1}(x, \cdot)$ and $\tilde{p}_{n}(x, y)=p_{n}(x, y)+p_{n+1}(x, y)$ the sum of the transition kernel.

Definition 1.1. We define a set $W_{0}$ of strictly increasing, doubling functions, $F \in W_{0}$ if $F: \Gamma \times$ $[0, \infty] \rightarrow \mathbb{R}^{+}$is strictly increasing and there is a $C>0$ such that for all $x \in \Gamma, r>0$

$$
\frac{F(x, 2 r)}{F(x, r)} \leq C .
$$

Volume doubling ( $V D$ ), is a particular case of that, means that $V_{\rho}(x, r)=\mu\left(B_{\rho}(x, r)\right)$ $\in W_{0}$.

Definition 1.2. In the whole paper we will use the standing assumption ( $M$ ) that there is an $m \in \mathbb{Z}^{+}$such that for all $x \in \Gamma$

$$
\begin{equation*}
\sum_{n=0}^{\infty} n^{m} p_{n}(x, x)=\infty \tag{1}
\end{equation*}
$$

The key notions of the paper are the iterated resistance $R_{m}(A, B)$ and the resolvent metric $\rho(x, y)$. The proper definition of them needs some preparation hence deferred to Sections 2 and 3. The next definition is adopted from [7].

Definition 1.3. We say that $\left(R_{2}\right)$ holds if there is a $c>0$ such that for all $x \in \Gamma, r>0$

$$
\begin{equation*}
R_{m}\left(\{x\}, B_{\rho}^{c}(x, r)\right)>c r^{2} . \tag{2}
\end{equation*}
$$

Here $m$ is the same as in (1) and in the whole sequel.
Theorem 1.1. If $\left(p_{0}\right)$, volume doubling and ( $M$ ) hold then there is a $C>1$ and an $F \in W_{0}$ such that for all $x \in \Gamma$ and $n>0(D U E)$, the diagonal upper estimate holds:

$$
\begin{equation*}
p_{n}(x, x) \leq \frac{C}{V_{\rho}(x, f(x, n))} \tag{3}
\end{equation*}
$$

Theorem 1.2. Assume $\left(p_{0}\right)$ and $(M)$. Volume doubling and $\left(R_{2}\right)$ for $\mu$ with respect to $\rho$ hold if and only if there are $C>c>0, \beta>1, \delta>0$ and an $F \in W_{0}$ such that for all $x, y \in \Gamma$ and $n>0(U E)$ :

$$
\begin{equation*}
p_{n}(x, y) \leq \frac{C}{V_{\rho}(x, f(x, n))} \exp \left[-\left(\frac{F(x, \rho(x, y))}{n}\right)^{\frac{m}{\beta-1}}\right] \tag{4}
\end{equation*}
$$

holds and the particular lower estimate (PLE) holds: there are $c, \delta>0$ such that for all $x \in \Gamma, r>0, B=B(x, r), n<\delta F(x, r)$

$$
\begin{equation*}
\tilde{p}_{n}^{B}(x, y) \geq \frac{C}{V_{\rho}(x, f(x, n))} . \tag{5}
\end{equation*}
$$

Here $p^{B}$ is the heat kernel of the random walk killed when exits from $B$.
We will see that the scaling function is $F(x, r)=\left(r^{2} V_{\rho}(x, r)\right)^{1 / m}$.
It is well-known that (5) is the key to obtain heat kernel bounds. Surprisingly enough the upper estimate follows from it as well as the parabolic Harnack inequality (c.f. [7,9]).

To obtain our results we assume $\left(p_{0}\right)$, volume doubling and $(M)$, that is the existence of an $m$ which makes the $\lambda=0$ resolvent divergent. It is clear that the latter one is a very weak assumption, but essential in the construction of the resolvent metric. The former one is needed only in the very last step in the proof of the diagonal upper estimate. The two-sided estimate needs a bit more. In general two-sided estimates are equivalent with much stronger conditions, like the elliptic Harnack inequality (c.f. [8]) or the cut-off Sobolev inequality (c.f. [2]). Here we use (2), analogous used in several works among others in [7].

The main results are given in Theorems 4.1, 6.1 and 6.2. The paper ends with examples that we hope will be useful to the readers.

## 2. Basic definitions

We consider $(\Gamma, \mu)$, weighted graph, $\Gamma$ is a countable infinite set of vertices and $\mu_{x, y}=$ $\mu_{y, x} \geq 0$ a symmetric weight. Edges are formed by the pairs for which $\mu_{x, y}>0$. We assume that the graph is connected. These weights define a measure on vertices:

$$
\mu(x)=\sum_{y \in \Gamma} \mu_{x, y}
$$

and on sets $A \subset \Gamma$

$$
\mu(A)=\sum_{z \in A} \mu(z)
$$

Due to the connectedness $\mu(x)>0$ for all $x$. It is natural to define the random walk on weighted graphs, which is a reversible Markov chain given by the one-step transition probabilities:

$$
P(x, y)=\frac{\mu_{x, y}}{\mu(x)} .
$$

For any $A \subset \Gamma, P^{A}$ stands for the transition probability of the above random walk killed at exiting from $A$. Similar superscript notation will refer to the corresponding killed walk objects. In what follows we always assume the condition $\left(p_{0}\right)$ : there is a constant $p_{0}>0$ such that for all $x, y$ with $\mu_{x, y}>0$

$$
P(x, y) \geq p_{0}
$$

holds. One can define the transition operator $P$ on $c_{0}(\Gamma)$ functions $P f(x)=\sum P(x, y) f(y)$. The inner product for $l_{2}(\Gamma, \mu)$ is defined by $(f, g)=(f, g)_{l_{2}(\Gamma), \mu}=\sum_{x} f(x) g(x) \mu(x)$.

If $\rho$ is a metric, balls are defined with respect to it by

$$
\widehat{B}_{\rho}(x, r)=\{y: \rho(x, y)<r\} .
$$

Consider the induced subgraph $\Gamma_{\rho}(x, r)$ of $\widehat{B}_{\rho}(x, r)$, it contains only the points of $\widehat{B}_{\rho}(x, r)$ and edges between them. Two points are belonging to the same component of $\Gamma_{\rho}(x, r)$ if they can be connected with a path running in $\widehat{B}_{\rho}(x, r)$. Denote by $B=B_{\rho}(x, r)$ the connected component of $\widehat{B}_{\rho}(x, r)$ containing $x$. The volume of the connected part $B$ is denoted by $V_{\rho}(x, r)=$ $\mu\left(B_{\rho}(x, r)\right)$.

## 3. The resolvent metric

Denote by $P$ the transition operator on $l_{1}(\Gamma) . P f(x)=\sum_{y \sim x} P(x, y) f(y)$.
For a finite $A \subset \Gamma$ let $P^{A}$ be the transition operator restricted to $A$, corresponding to the random walk killed on exiting $A$.

Definition 3.1. The $\lambda$-Laplace operator is defined as $\Delta=P-I$. The Dirichlet form corresponding to the Laplace operator is given by

$$
\mathcal{E}(f, g)=(-\Delta f, g)=((I-P) f, g)
$$

for $f, g \in l_{2}(\Gamma, \mu)$.
Definition 3.2. For $A, B \subset \Gamma, A \cap B=\emptyset$ we define the resistance

$$
R(A, B)=\inf _{f \in l_{2}(\Gamma, \mu)}\left[\mathcal{E}(f, f):\left.f\right|_{A}=1,\left.f\right|_{B}=0\right]^{-1}
$$

In case of recurrent spaces Kigami's observation (c.f. [10,11]) is that the effective resistance is a metric. The existence of the resistance metric has a particular consequence that, for any $f$ in the domain of the Dirichlet form $\mathcal{E}$

$$
\begin{equation*}
|f(x)-f(y)|^{2} \leq R(x, y) \mathcal{E}(f, f) . \tag{6}
\end{equation*}
$$

Unfortunately in the transient case, the resistance metric is bounded, in particular $R\left(x, B_{R}^{c}\right.$ $(x, r)) \rightarrow R_{0}>0$ as $r \rightarrow \infty$ and the rate of convergence can be understood from the decay of $R\left(B_{R}(x, r), B_{R}^{c}(x, 2 r)\right)$. It is not suitable for the derivation of heat kernel bounds.

In several previous works resolvents are used with success to analyze transient walks and diffusions. The simplest resolvent is the following:

$$
\sum_{n=0}^{\infty} n^{m}(1+\lambda)^{-n} P_{n}(x, y) .
$$

For technical reasons we prefer instead the resolvent which is based on $Q^{A}=\left(P^{A}\right)^{2}$ for any $A \subset \Gamma$. We drop the index $A$ for $A=\Gamma$.

$$
\sum_{n=0}^{\infty} n^{m}(1+\lambda)^{-n} Q_{n}^{A}(x, y)
$$

and our final choice is

$$
G_{\lambda, m}^{A}(x, y)=\sum_{n=0}^{\infty}(1+\lambda)^{-(m+n)} \Omega_{m}(n) Q_{n}^{A}(x, y)
$$

where $\Omega_{m}(n)=\binom{n+m-1}{m-1}$ and it is worth noting that $\Omega_{m}(n) \simeq n^{m-1}$ and $g_{\lambda, m}^{A}(x, y)=$ $\frac{1}{\mu(y)} G_{\lambda, m}^{A}(x, y)$ its kernel.

It is clear that this resolvent is always convergent, and monotonically increasing in $m$ and $\lambda$. We fix an $m \in \mathbb{N}$ which will be specified later and reserved as the parameter of the resolvent.

In [8] we started the utilization of polyharmonic functions, Green function as well as Green operators (or resolvents). Now we follow this direction with slight modification and find a new metric for non strongly recurrent graphs (weakly recurrent and transient) which possess nice features.

Definition 3.3. Let $q_{n}^{A}(x, y)$ be the transition density corresponding to $Q^{A}$. Let us recall that the stationary distribution of $Q$ is $\mu$.

Let $A \subset \Gamma, \Delta_{\lambda}^{A}=Q^{A}-I(1+\lambda), D_{\lambda}^{A}=-\Delta_{\lambda}^{A}$ and

$$
D_{\lambda, m}^{A}=\left(D_{\lambda}^{A}\right)^{m}
$$

for $m \geq 1$ integer and $\lambda \geq 0$. If $A=\Gamma$ or $\lambda=0$ we drop it from the notation.
Consider the bilinear form $\mathcal{D}_{\lambda, m}^{A}$ on $A \subset \Gamma$

$$
\mathcal{D}_{\lambda, m}^{A}(f, g)=\left(D_{\lambda, m}^{A} f, g\right)_{l_{2}(A, \mu)}
$$

and define the domain of the $\lambda, m$-Dirichlet form on $A$ by $\mathcal{F}_{\lambda, m}^{A}=\mathcal{F}^{A}\left(\mathcal{D}_{\lambda, m}^{A}\right)=\{f \in$ $\left.l_{2}(\Gamma, \mu), \mathcal{D}_{\lambda, m}^{A}(f, f)<\infty,\left.f\right|_{A^{c}}=0\right\}$. It is clear that $G_{\lambda, m}^{A}=\left(D_{\lambda, m}^{A}\right)^{-1}$.

Now we define the iterated resistance setting $\lambda=0$.
Definition 3.4. For $A, B \subset D \subset \Gamma, A \cap B=\varnothing$

$$
R_{m}^{D}(A, B)=\sup _{f}\left\{\frac{|f(x)-f(y)|^{2}}{\mathcal{D}_{m}^{A}(f, f)}:\left.f\right|_{A}=1,\left.f\right|_{B}=0, f \in \mathcal{F}_{m}^{D}\right\}
$$

The quasi resolvent metric on $A$ is defined as

$$
R_{m}^{A}(x, y)=\sup _{f}\left\{\frac{|f(x)-f(y)|^{2}}{\mathcal{D}_{m}^{A}(f, f)}: f(x) \neq f(y), f \in \mathcal{F}_{m}^{A}\right\}
$$

Note that $R_{m}^{A}$ is decreasing in $A$ since $\mathcal{D}_{m}^{A}$ is increasing by definition, consequently

$$
\begin{equation*}
R_{m}(x, y)=\sup _{f}\left\{\frac{|f(x)-f(y)|^{2}}{\mathcal{D}_{m}(f, f)}: f(x) \neq f(y), f \in \mathcal{F}_{m}\right\}, \tag{7}
\end{equation*}
$$

exists.
Lemma 3.1. 1. For any $f \in \mathcal{F}\left(\mathcal{D}_{m}\right)$

$$
\begin{equation*}
|f(x)-f(y)|^{2} \leq R_{m}(x, y) \mathcal{D}_{m}(f, f) \tag{8}
\end{equation*}
$$

2. Let $A, B \subset \Gamma$ and $A \cap B=\emptyset$ and belong to the same connected component then,

$$
0<R_{m}(A, B)<\infty .
$$

3. For any $A \subset \Gamma, \lambda \geq 0 f, g \in \mathcal{F}_{\lambda, m}^{A}$

$$
\begin{equation*}
\mathcal{D}_{\lambda, m}^{A}(f, g)=\mathcal{D}_{\lambda, m}^{A}(g, f) \tag{9}
\end{equation*}
$$

Proof. The statements follow from the definition.
Remark 3.1. It is clear that $g(x)=g_{\lambda, m}^{A}(x, \cdot)$ possesses the reproducing property: for any $u \in \mathcal{F}_{\lambda, m}^{A}$ we have that $\mathcal{D}_{m}(g, u)=u(x)$, in particular $\mathcal{D}_{m}(g, g)=g_{\lambda, m}^{A}(x, x)$.

Lemma 3.2. The minimal value in the definition of $R_{\lambda, m}\left(x, A^{c}\right)$ of $\mathcal{D}_{\lambda, m}(f, f)$ is attained at $g(y)=\frac{1}{g_{\lambda, m}^{A}(x, x)} g_{\lambda, m}^{A}(x, y)$ and

$$
\begin{equation*}
R_{\lambda, m}\left(x, A^{c}\right)=g_{\lambda, m}^{A}(x, x) . \tag{10}
\end{equation*}
$$

Proof. Let $h$ be another function with $h(x)=\left.1 h\right|_{A^{c}}=0$ and let $d=h-g$ then $h=d+g$,

$$
\mathcal{D}_{\lambda, m}(h, h)=\mathcal{D}_{\lambda, m}(g, g)+\mathcal{D}_{\lambda, m}(d, d)+2 \mathcal{D}_{\lambda, m}(d, g)
$$

but $\mathcal{D}_{\lambda, m}(d, d) \geq 0$ while $\mathcal{D}_{\lambda, m}(d, g)=c d(x)=0$.
Lemma 3.3. If $A \subset B \subset D \subset \Gamma$ then

$$
\begin{equation*}
R_{\lambda, m}\left(A, B^{c}\right) \leq R_{\lambda, m}\left(A, D^{c}\right) . \tag{11}
\end{equation*}
$$

Proof. 1. By the definition of $D^{c} \subset B^{c}$

$$
\begin{aligned}
R_{m}^{-1}\left(A, B^{c}\right) & =\inf \left\{\mathcal{D}_{m}(f, f):\left.f\right|_{A}(x)=1,\left.f\right|_{B^{c}}=0\right\} \\
& \geq \inf \left\{\mathcal{D}_{m}(f, f):\left.f\right|_{A}(x)=1,\left.f\right|_{D^{c}}=0\right\} \\
& =R_{m}^{-1}\left(A, D^{c}\right)
\end{aligned}
$$

Lemma 3.4. $R_{m}(x, y)$ is a quasi metric: for any $x, y \in \Gamma$,

$$
\begin{align*}
& R_{m}(x, y)=R_{m}(y, x)  \tag{12}\\
& R_{m}(x, y)=0 \quad \text { if and only if } x=y  \tag{13}\\
& R_{m}(x, y) \leq 2\left(R_{m}(x, z)+R_{m}(z, y)\right) \tag{14}
\end{align*}
$$

Proof. The first statement is ensured by the definition. For the second see the end of the proof of [12, Proposition 3.1]. The weak triangular inequality can be seen as follows:

$$
\begin{aligned}
R_{m}(x, y)= & \sup _{g}\left\{|g(x)-g(y)|^{2}: 0<\mathcal{D}_{m}(g, g)\right\} \\
\leq & \sup _{g}\left\{2|g(x)-g(z)|^{2}+2|g(z)-g(y)|^{2}: 0<\mathcal{D}_{m}(g, g)\right\} \\
\leq & \sup _{g}\left\{2|g(x)-g(z)|^{2}: 0<\mathcal{D}_{m}(g, g)\right\} \\
& +\sup _{g}\left\{2|g(z)-g(y)|^{2}: 0<\mathcal{D}_{m}(g, g)\right\} \\
= & 2\left(R_{m}(x, z)+R_{m}(z, y)\right) .
\end{aligned}
$$

The next result of Mac'ias and Segovia [13] is essential in our work.
Theorem 3.1. If $X$ is a non-empty set and $d$ is quasi-symmetric on it with constant $K$ :

$$
d(x, y) \leq K(d(x, z)+d(z, y))
$$

then, there are a metric $\rho$, and $a C>1$ such that for all $x, y \in X$

$$
\frac{1}{C} \rho(x, y) \leq d^{p}(x, y) \leq C \rho(x, y)
$$

with $p=\frac{1}{1+\log _{2} K}$.
Corollary 3.1. There are a metric $\rho$ and $C>1>c>0$ such that for all $x, y \in \Gamma$

$$
\begin{equation*}
c \rho^{2}(x, y) \leq R_{m}(x, y) \leq C \rho^{2}(x, y) \tag{15}
\end{equation*}
$$

Definition 3.5. In what follows $\rho$ will play a crucial role and is called the resolvent metric.
Based on this theorem we define balls with respect to $\rho: \widetilde{B}_{\rho}(x, r)=\{y: \rho(x, y)<r\}$. As in the case of the resistance metric it can be that the balls are not connected. Let $B=B(x, r)=$ $B_{\rho}(x, r) \subset \widetilde{B}_{\rho}(x, r)$ be the connected subset of $\widetilde{B}_{\rho}(x, r)$ containing $x$. With slight abuse of notation we shall use $B_{R}$ for the sets (balls) with respect to the quasi-metric $R_{m}$.

Remark 3.2. We need nesting of balls in the quasi-metric $R_{m}$ and in $\rho$, which can be ensured thanks to (15), to the comparability of $R_{m}$ and $\rho$.

Lemma 3.5. Let $r>0$ and $x \in \Gamma$. There is a $c>0$ such that for all $x \in \Gamma, r>0$ if $s=c r^{2}$ then,

$$
B_{R}(x, s) \subset B_{\rho}(x, r)
$$

Proof. For a given $r$ we set $s=c r^{2}$, where $c$ is the constant on the 1.h.s. of (15). Let us pick up a vertex $z \in B_{R}(x, s)$, that means that $R_{m}(x, z) \leq s$ and $z$ belongs to the connected component of the subgraph of $B_{R}(x, s)$ which contains $x$. From the choice of $s$ we have that $c \rho^{2}(x, z) \leq R_{m}(x, z) \leq s=c r^{2}$, i.e. $\rho(x, z) \leq r$. If $z \in B_{R}(x, s)$, then on one hand $R_{m}(x, z) \leq s$, and on the other hand $z$ belongs to the connected component of $x$ within $B_{R}(x, s)$. Let us consider a path, $x_{0}=x, x_{1}, \ldots, x_{N}=z$ running fully in $B_{R}(x, s)$ which connects $x$ and $z$. (Note that this path is not necessarily the shortest path in any metric we use.) It is clear that for all $x_{i}, R_{m}\left(x, x_{i}\right)<s$ and $x_{i}$ connected to $x$ for all $i=1, \ldots, N$, consequently $\rho\left(x, x_{i}\right)<r$ and the path provide connection from $x$ along itself up to $z$, which means that $z$ is in the connected component of $\Gamma_{\rho}(x, r)$ containing $x$, that is $z \in B_{\rho}(x, r)$. From that the statement follows.

## 4. The diagonal upper estimate

The following proofs are adaptation of the ones developed in the works [3,4,12,11], all on resistance forms in case of recurrent (or strongly recurrent) spaces, graphs.

A fairly simple but powerful method is developed in the mentioned works (see in particular [4]). The key observation is the following (see for the simplified proof [11, Theorem 10.4]). Without any further assumption for any finite set $A \subset \Gamma$

$$
p_{n}(x, x) \leq \frac{2 \bar{R}(x, A)}{n}+\frac{\sqrt{2}}{\mu(A)}
$$

where with slight abuse of the notation $\bar{R}(x, A)=\sup _{y \in A} R(x, y)$. Let us introduce analogously $\bar{R}_{m}(x, A)=\sup _{y \in A} \bar{R}_{m}(x, y)$. We have the following version of the statement.

Proposition 4.1. There is a $C>0$ such that, for any finite set $A \subset \Gamma$ and $x \in A$

$$
\begin{equation*}
p_{2 n}(x, x) \leq C\left(\frac{\bar{R}_{m}(x, A)}{n^{m}}+\frac{1}{\mu(A)}\right) \tag{16}
\end{equation*}
$$

holds for all $n>0$.
Before we prove the statement we show how one can obtain the diagonal upper bound from it.

Theorem 4.1. Assume $\left(p_{0}\right),(V D)_{\rho}$ and $(M)$ then there is a $C>1$ such that for all $n \geq 1$, $x \in \Gamma$

$$
\begin{equation*}
p_{n}(x, x) \leq \frac{C}{V_{\rho}(x, f(x, n))} \tag{17}
\end{equation*}
$$

where $f(x, n)$ is the inverse of $F(x, r)=\left[r^{2} V_{\rho}(x, r)\right]^{1 / m}$ in the second variable, furthermore

$$
\begin{equation*}
p_{n}(x, y) \leq \frac{C}{\sqrt{V_{\rho}(x, f(x, n)) V_{\rho}(y, f(y, n))}} \tag{18}
\end{equation*}
$$

Proof. Let $A=B=B_{\rho}(x, r)$ and choose in (16) $r$ to have $\frac{r^{2}}{n^{m}}=\frac{C^{\prime}}{V_{\rho}(x, r)}$ and $n=C F(x, r)$ then

$$
p_{2\left[C \bar{R}_{m}(x, B) V_{\rho}(x, r)\right]^{1 / m}}(x, x) \leq \frac{C}{\mu\left(B_{\rho}(x, r)\right)}
$$

and by $(V D)_{\rho}$

$$
p_{2 n}(x, x) \leq \frac{C}{V_{\rho}(x, f(x, n))} .
$$

This shows the statement for even $n$, for odd $n$ it can be seen together with (18) as in [8]. In that way Theorem 1.1 is shown.

Definition 4.1. We introduce the discrete difference for $f: \mathbb{N} \times \Gamma \rightarrow \mathbb{R}, k \geq 1, n \geq 0$

$$
\begin{aligned}
& f_{n}^{(1)}=f_{n}-f_{n+1} \\
& f_{n}^{(k)}=f_{n}^{(k-1)}-f_{n+1}^{(k-1)},
\end{aligned}
$$

where $f_{n}(\cdot)=f(n, \cdot)$.
Let us recall that $D^{A}=\left(I-\left(P^{A}\right)^{2}\right)$ and for $f_{n}(y)=q_{n}(x, y) x, y \in \Gamma k \geq 1, n \geq 0$

$$
\begin{aligned}
& D^{A} f_{n}=\left(D^{A} f\right)_{n}=f_{n}-f_{n+1} \\
& \left(D^{A}\right)^{k} f_{n}=f_{n}^{(k)}
\end{aligned}
$$

and the corresponding bilinear form $\mathcal{D}_{k}\left(f_{n}, f_{n}\right)=\left(\left(D^{A}\right)^{k} f_{n}, f_{n}\right)$. Here and in the next lemmas the case $A=\Gamma$ is also included, the observations will be used for $\Gamma$ and for finite subsets as well.

Lemma 4.1. If $f_{n}(y)=q_{n}^{A}(x, y)$, then

$$
\mathcal{D}_{m}\left(f_{n}, f_{n}\right)=f_{2 n}^{(m)}(x) .
$$

Proof. First observe that $\left(P^{A}\right)^{2} f_{n}=f_{n+2}$. We show the statement by induction

$$
\begin{align*}
& \mathcal{D}_{m}\left(f_{n}, f_{n}\right)=f_{2 n}^{(m)}(x)  \tag{19}\\
& \mathcal{D}_{m}\left(f_{n+1}, f_{n}\right)=f_{2 n+1}^{(m)}(x) \tag{20}
\end{align*}
$$

For $m=1$ consider

$$
\begin{aligned}
\mathcal{D}_{1}\left(f_{n}, f_{n}\right) & =\left(\left[I-Q^{A}\right] f_{n}, f_{n}\right) \\
& =\left(f_{n}, f_{n}\right)-\left(f_{n+1}, f_{n}\right) \\
& =f_{2 n}-f_{2 n+1}=D^{A} f_{2 n}=f_{2 n}^{(1)}
\end{aligned}
$$

and with the same steps it is easy to see that (20) holds as well for $m=1$. We assume that both (19), (20) hold for all $n \geq 1$ and for $k \leq m$ and show for $m+1$.

$$
\begin{aligned}
\mathcal{D}_{m+1}\left(f_{n}, f_{n}\right) & =\left(\left(I-Q^{A}\right)^{m+1} f_{n}, f_{n}\right)=\left(\left(I-Q^{A}\right)^{m}\left(I-P^{2}\right) f_{n}, f_{n}\right) \\
& =\left(\left(I-Q^{A}\right)^{m} f_{n}, f_{n}\right)-\left(\left(I-Q^{A}\right)^{m} Q^{A} f_{n}, f_{n}\right) \\
& =f_{2 n}^{(m)}-f_{2 n+1}^{(m)}(x) \\
& =f_{2 n}^{(m+1)}
\end{aligned}
$$

A similar trick leads to the proof of (20) for $m+1$.

Lemma 4.2. For all $k \geq 0$ there is a $C>0$ such that for all $A \subset \Gamma, k \geq 0, n>0, x \in \Gamma$, if $f_{n}(y)=q_{n}^{A}(x, y)$ then

$$
\begin{equation*}
f_{2 n}^{(k)}(x) \leq C \frac{1}{n^{k}} f_{n}(x) \tag{21}
\end{equation*}
$$

Proof. From the spectral decomposition of $p_{2 n}^{A}(x, x)$ for any finite $A^{\prime} \subset \Gamma$ we know that $\left[p_{2 n}^{A^{\prime}}(x, x)\right]^{(k)} \geq 0$; consequently it holds in the limit $A^{\prime} \rightarrow A ; f_{n}^{(k)}(x) \geq 0$ for all $k \geq 0$ and the same implies that the map $n \rightarrow\left(f_{n}^{(k-1)}-f_{n+1}^{(k-1)}\right)(x)$ is non-increasing. We show the statement by induction using a slightly stronger statement. Assume it holds for all $0 \leq i<k$,

$$
f_{2 n}^{(i)} \leq \frac{1}{\left(\left\lfloor s_{i} n\right\rfloor\right)^{i}} f_{n-\left\lfloor s_{i} n\right\rfloor}(x),
$$

where $c_{j}=2^{-(j+1)}, s_{k}=s_{k-1}+c_{k}$, and note that for $i=0$ the assumption holds.

$$
\begin{aligned}
f_{2 n}^{(k)} & =\left[f_{2 n}^{(k-1)}-f_{2 n+1}^{(k-1)}\right] \\
& \leq \frac{1}{2\left\lfloor c_{k} n\right\rfloor} \sum_{i=0}^{\left\lfloor c_{k} n\right\rfloor}\left[f_{2 n-i}^{(k-1)}-f_{2 n+1-i}^{(k-1)}\right] \\
& \leq \frac{1}{2\left\lfloor c_{k} n\right\rfloor}\left[f_{2 n-\left\lfloor c_{k} n\right\rfloor}^{(k-1)}-f_{2 n+1}^{(k-1)}\right] \\
& \leq \frac{1}{2\left\lfloor c_{k} n\right\rfloor} f_{2 n-\left\lfloor c_{k} n\right\rfloor}^{(k-1)} .
\end{aligned}
$$

Now by induction, if $l=2 n-\left\lfloor c_{k} n\right\rfloor$

$$
f_{2 n}^{(k)} \leq \frac{1}{\left\lfloor c_{k} n\right\rfloor} f_{l}^{(k-1)} \leq \cdots \leq \frac{1}{\left\lfloor c_{k} n\right\rfloor} \frac{1}{\left(\left\lfloor s_{k-1} n\right\rfloor\right)^{k-1}} f_{2 n-\left\lfloor s_{k-1} n\right\rfloor}(x) .
$$

Let us recall that $f_{n}(x)$ is non-increasing in $n$ and find that

$$
2 n-\left\lfloor s_{k-1} n\right\rfloor \geq 2 n-\left\lfloor s_{k} n\right\rfloor,
$$

which leads to the needed inequality.

$$
f_{2 n}^{(k)} \leq \frac{1}{\left(2\left\lfloor s_{k} n\right\rfloor\right)^{k}} f_{2 n-2\left\lfloor s_{k} n\right\rfloor}(x) .
$$

Finally observing that $s_{k}=\sum_{i=0}^{k} 2^{-(i+2)}$ we have that $s_{k}<\frac{1}{2}$ and we obtain (21).
Proof of Proposition 4.1. Let $x \in A \subset \Gamma$ be a finite, connected set. Let $A_{2}=\{z \in A$ : $\left.p_{2 n}(x, z)>0\right\}$ and choose $y^{*}$ so that

$$
\begin{aligned}
& p_{2 n}\left(x, y^{*}\right):=\min _{y \in A_{2}} p_{2 n}(x, y) \\
& p_{2 n}\left(x, y^{*}\right) \sum_{z \in A_{2}} \mu(z) \leq \sum_{z \in A_{2}} p_{2 n}(x, z) \mu(z) \\
& \leq \sum_{z \in \Gamma} P_{2 n}(x, z) \leq 1
\end{aligned}
$$

and

$$
p_{2 n}\left(x, y^{*}\right) \leq \frac{1}{\mu\left(A_{2}\right)}
$$

Now we use the consequence (see [14, Proposition 2.1]) of the condition ( $p_{0}$ ) that each vertex has a bounded neighborhood and for $x \sim y, \mu(x) \asymp \mu(y)$ from which we have that $\mu(A)$ $\leq C \mu\left(A_{2}\right)$ and

$$
p_{2 n}\left(x, y^{*}\right) \leq \frac{C}{\mu(A)}
$$

For $f_{n}(y)=q_{n}(x, y)$ using the above lemmas we have that

$$
\begin{aligned}
\frac{1}{2} f_{n}^{2}(x) & \leq f_{n}^{2}\left(y^{*}\right)+\left|f_{n}(x)-f_{n}\left(y^{*}\right)\right|^{2} \\
& \leq \frac{C}{\mu^{2}(A)}+\bar{R}_{m}(x, A) \mathcal{D}_{m}\left(f_{n}, f_{n}\right) \\
& \leq \frac{1}{\mu^{2}(A)}+\bar{R}_{m}(x, A) \frac{C}{n^{m}} f_{n}(x, x),
\end{aligned}
$$

where in the last step Lemma 4.2 is used. Solving this for $f_{n}(x, x)$ we obtain

$$
\begin{align*}
f_{n}(x) & \leq C_{1} \frac{\bar{R}_{m}(x, A)}{t^{m}}+\left(\frac{C}{\mu^{2}(A)}+C_{2} \frac{\bar{R}_{m}(x, A)}{t^{2 m}}\right)^{1 / 2}  \tag{22}\\
& \leq C\left(\frac{\bar{R}_{m}(x, A)}{n^{m}}+\frac{C}{\mu(A)}\right) . \tag{23}
\end{align*}
$$

## 5. The tail distribution of the exit time

This section contains two key results. One establishes an estimate similar to the Einstein relation, the other presents the estimate of the tail distribution of the exit time. In the sequel of the paper, the condition $\left(R_{2}\right)$ (see (2)) will be used in several places. For the rest of the paper we need the additional assumption that $(\Gamma, \rho)$ is an unbounded metric space, more precisely the following holds.

Condition 5.1. In the whole sequel we assume that $(\Gamma, \mu)$ is unbounded and for all $x$ and $r>0$ the balls $B_{\rho}(x, r)$ are finite, and contain finite number of vertices.

For brevity we will use the following notations:

$$
\begin{aligned}
& \Omega_{m}(n)=\binom{n+m-1}{m-1}, \\
& E_{m}(A \mid x)=\mathbb{E}\left(\Omega_{m+1}\left(T_{A}\right) \mid X_{0}=x\right), \\
& \bar{E}_{m}(A)=\max _{x \in A} \mathbb{E}\left(\Omega_{m+1}\left(T_{A}\right) \mid X_{0}=x\right), \\
& E_{m}(x, r)=\mathbb{E}\left(\Omega_{m+1}\left(T_{B_{\rho}(x, r)}\right) \mid X_{0}=x\right) .
\end{aligned}
$$

We will use the particular notation for $m=1$,

$$
E_{\rho}(x, r)=\mathbb{E}\left(T_{B_{\rho}(x, r)} \mid X_{0}=x\right)
$$

is the usual mean exit time, where $\rho$ emphasizes the metric in use.

The scaling functions are $H(x, r)=r^{2} V_{\rho}(x, r)$ and $F(x, r)=[H(x, r)]^{1 / m}$.
Please note that the definition of $E_{m}$ is based via $\Omega_{m+1}$ on $T^{m}$ and not on an $(m-1)$-th power.

### 5.1. Preliminary estimates

First we need a little technical adjustment. We defined the exit time with respect to $P$ while the resolvent is based on $Q=P^{2}$. The next Lemma shows that if we estimate the mean exit time, that does not make significant difference. Denote by $\mathbb{E}^{P}, \mathbb{E}^{Q}$ the expected value and the exit times $T_{B(x, r)}^{P}, T_{B(x, r)}^{Q}$ with respect to $P$ and $Q$.

Lemma 5.1. Let $A \subset \Gamma$ be a finite set, $x \in A$ then

$$
\begin{equation*}
T_{A}^{P} \leq 2 T_{A}^{Q} \tag{24}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E}^{P}\left(T_{A}^{P} \mid X_{0}=x\right) \geq \mathbb{E}^{Q}\left(T_{A}^{Q} \mid X_{0}=x\right) \tag{25}
\end{equation*}
$$

Proof. If $X_{k}^{Q}=X_{2 k}$ then $X_{k}^{Q}$ has the transition probability $Q$. Let $T_{A}^{Q}=k$, then it is clear that $T_{A}^{P} \leq 2 k$. For (25) consider the decomposition of the mean exit time:

$$
\begin{aligned}
\mathbb{E}^{P}\left(T_{A}^{P} \mid X_{0}^{P}=x\right) & =\sum_{n=0}^{\infty} \sum_{y \in A} P_{2 n}^{A}(x, y)+P_{2 n+1}^{A}(x, y) \\
& \geq \sum_{n=0}^{\infty} \sum_{y \in A} P_{2 n}^{A}(x, y)=\mathbb{E}^{Q}\left(T_{A}^{P} \mid X_{0}^{Q}=x\right) .
\end{aligned}
$$

Remark 5.1. Having Lemma 5.1 we shall use interchangeably $\mathbb{E}\left(T_{A} \mid X_{0}=x\right)$ for $P$ and $Q$ if the arguments are not sensitive to the constant multiplier.

Theorem 5.1. If $(\Gamma, \mu)$ satisfies $\left(p_{0}\right),(V D),(M)$ and $\left(R_{2}\right)$ then, $(E R)_{m}$ :

$$
\begin{equation*}
E_{m}(x, 2 r) \asymp R_{m}(x, 2 r) V_{\rho}(x, 2 r) \tag{26}
\end{equation*}
$$

holds, where $B=B_{\rho}(x, r), E_{m}(x, r)=\mathbb{E}_{m}(B \mid x)$ and $R_{m}(x, r)=R_{m}\left(x, B_{\rho}^{c}(x, r)\right)$.
From now on the notation $R_{m}(x, r)=R_{m}\left(x, B^{c}\right)=R_{m}\left(x, B_{\rho}^{c}(x, r)\right)$ will be used depending on the context.

Let us recall that $\mathbb{E}_{m}(B \mid x)=\mathbb{E}\left(\Omega_{m+1}\left(T_{B}\right) \mid X_{0}=x\right)$.
Also let us note that we need that $m$ is an integer for which the sum (1) is infinite. That condition, (1), is needed to ensure, that the resolvent provides enough information on the asymptotic of the heat kernel.

The first lemma is elementary.
Lemma 5.2. Let $B=B_{\rho}(x, r), T=T_{B}, m \in \mathbb{Z}^{+}$then

$$
\mathbb{E}_{x}\left(\Omega_{m+1}(T)\right) \asymp \mathbb{E}_{x}\left(T^{m}\right) .
$$

Proof. Let $T=T_{B_{\rho}(x, r)}$. Assume that $r$ is large enough to ensure $T>2 m$ i.e. $B_{d}(x, 2 m+1) \subset$ $B_{\rho}(x, r)$ and obtain

$$
\frac{(2 T)^{m}}{m!} \geq \frac{(T+m)^{m}}{m!} \geq \Omega_{m+1}(T) \geq \frac{(T-m)^{m}}{m!} \geq c\left(\frac{T-m}{m}\right)^{m} \geq\left(\frac{T}{2 m}\right)^{m}
$$

For small $r$ values the inequality follows by adjusting the constants.
Of course the statement holds for arbitrary finite set as well.
Lemma 5.3 (Feynman-Kac Formula, c.f. [8] or [14, p. 102. Section 8.5.3]). Let $f$ be a function on $\Gamma, A \subset \Gamma, \lambda>0$, satisfying

$$
\Delta f-\lambda f=0 \quad \text { in } B
$$

Then for any $x \in A, \omega=(1+\lambda)^{-1}, T=T_{A}$

$$
f(x)=\mathbb{E}_{x}\left[\omega^{T} f\left(X_{T}\right)\right]
$$

and for any $m \geq 0$

$$
\begin{equation*}
G_{\lambda, m}^{A} f(x)=\left(\left[\sum \omega_{m}^{n+m} \Omega_{m+1}(n) P_{n}^{A}\right] f\right)(x)=\mathbb{E}_{x}\left(\Omega_{m+1}(T) \omega^{T+m} f\left(X_{T}\right)\right) \tag{27}
\end{equation*}
$$

Corollary 5.1. If we choose $f \equiv 1$ we have from 5.3 that

$$
\begin{equation*}
E_{m}(A \mid x)=\mathbb{E}_{x}\left(\Omega_{m+1}\left(T_{A}\right)\right)=\sum_{y \in B} G_{m}^{A}(x, y) \tag{28}
\end{equation*}
$$

Proof of Theorem 5.1. Denote $B=B_{\rho}(x, 2 r)$. We start with (8): If $f \in \mathcal{F}\left(\mathcal{D}_{m}\right)$

$$
|f(x)-f(y)|^{2} \leq R_{m}(x, y) \mathcal{D}_{m}(f, f)
$$

in particular let $g(z)=g_{m}^{B}(x, z)$ and $z \in B_{\rho}(x, r)$ then

$$
\begin{equation*}
|g(x)-g(z)|^{2} \leq R_{m}(x, z) \mathcal{D}_{m}(g, g) \tag{29}
\end{equation*}
$$

From the reproducing property of $g_{m}^{B}(x, z)$ and (2) we have that $\mathcal{D}_{m}(g, g)=g_{m}^{B}(x, x)=$ $R_{m}\left(x, B^{c}\right)$

$$
\begin{equation*}
|g(x)-g(z)|^{2} \leq R_{m}(x, z) g(x) \leq C r^{2} g(x) \leq C g^{2}(x), \tag{30}
\end{equation*}
$$

where in the last step (2) has been used. If $g\left(y^{*}\right)=\max _{z \in B} g(z),(30)$ yields

$$
\begin{equation*}
g\left(y^{*}\right) \leq C g(x) \tag{31}
\end{equation*}
$$

and $E_{m}(x, 2 r)=\sum_{y \in B} g_{m}^{B}(x, y) \mu(y) \leq g\left(y^{*}\right) V_{\rho}(x, r) \leq C R_{m}\left(x, B^{c}\right) V_{\rho}(x, r)$.
The proof of the lower estimate is similar. One will find that $(V D)_{\rho}$ is used once, only at the very end of the proof and condition (2) is essential in the next argument. We proceed from (29). From the reproducing property of $g_{m}^{B}(x, z)$ and from $\left(R_{2}\right)$ we have that $\mathcal{E}_{m}(g, g)=g_{m}^{B}(x, x)$
$=R_{m}\left(x, B^{c}\right) \geq c r^{2}$

$$
|g(x)-g(z)|^{2} \leq C \delta^{2} r^{2} g(x) \leq C \delta^{2} g(x)^{2}
$$

We can choose $\delta$ such that $C \delta^{2} \leq 2$, and we obtain from $g(z) \leq g(x)$, that for $z \in B_{\rho}(x, \delta r)$

$$
g_{m}^{B}(x, z) \geq \frac{1}{2} g_{m}^{B}(x, x)
$$

Now we finish immediately using the definition and $(V D)_{\rho}$.

$$
\begin{aligned}
E_{m}(x, 2 r) & =\sum_{y \in B} g_{m}^{B}(x, y) \mu(y) \geq \sum_{z \in B_{\rho}(x, \delta r)} g_{m}^{B}(x, z) \mu(z) \\
& \geq \frac{1}{2} g_{m}^{B}(x, x) V_{\rho}(x, \delta r) \\
& \geq c R_{m}\left(x, B_{\rho}^{c}(x, 2 r)\right) V_{\rho}(x, 2 r),
\end{aligned}
$$

where the last step follows from (2), $c r^{2} \leq R_{m}\left(x, B_{\rho}^{c}(x, 2 r)\right) \leq 4 r^{2}$ and $(V D)_{\rho}$.
Lemma 5.4. For a set $A \subset \Gamma, x \in A$, there is a $C_{0}>1$ depending on $m \in \mathbb{Z}^{+}$, such that

$$
\begin{equation*}
\mathbb{P}_{x}\left(T_{A}<n\right) \leq 1-\frac{E_{m}(A)}{C_{0} \bar{E}_{m}(A)}+\frac{C_{0} n^{m}}{\bar{E}_{m}(A)} . \tag{32}
\end{equation*}
$$

## Proof.

$$
\begin{aligned}
& T_{A} \leq 2 n+I\left(T_{A}>n\right) T_{A} \circ \Theta_{n}, \\
& T_{A}^{m} \leq 2^{m}\left((2 n)^{m}+I\left(T_{A}>n\right) T_{A}^{m} \circ \Theta_{n}\right),
\end{aligned}
$$

where $\Theta_{n}$ is the time shift operator. From the strong Markov property one obtains with $C=2^{\lceil m\rceil}$

$$
\begin{aligned}
E_{m}(A) & \leq C^{2} n^{m}+C \mathbb{E}_{x}\left(I\left(T_{A}>n\right) \mathbb{E}_{X_{n}}\left(T_{A}^{m}\right)\right) \\
& \leq C^{2} n^{m}+C \mathbb{P}_{x}\left(T_{A}>n\right) \bar{E}_{m}(A) \\
\frac{E_{m}(A)}{C \bar{E}_{m}(A)} & \leq \frac{C n^{m}}{\bar{E}_{m}(A)}+\mathbb{P}_{x}\left(T_{A}>n\right)
\end{aligned}
$$

and the statement follows.
Let us recall here that under $(V D)_{\rho}$ the scaling function $H(x, r)=r^{2} V_{\rho}(x, r)$ has nice regularity properties.

Corollary 5.2. If $\left(p_{0}\right),(V D)_{\rho},(M)$ and $\left(R_{2}\right)$ hold then there are $c_{0}>0$ and $C_{0}>1$ such that if $n=\left(\frac{1}{2} C_{0}^{-2} E_{m}(x, r)\right)^{1 / m}$

$$
\begin{equation*}
\mathbb{P}_{x}\left(T_{B_{\rho}(x, r)} \geq n\right) \geq c_{0} \tag{33}
\end{equation*}
$$

Here $C_{0}$ is given by Lemma 5.4.
Proof. From (32) follows the statement if we have that

$$
\begin{equation*}
\bar{E}_{m}\left(B_{\rho}(x, r)\right) \leq C E_{m}(x, r) . \tag{34}
\end{equation*}
$$

Let $x_{0} \in B(x, r)$ such that $\bar{E}_{m}\left(B_{\rho}(x, r)\right)=E_{m}\left(x_{0}, r\right)$ then it is clear that

$$
\bar{E}_{m}\left(B_{\rho}(x, r)\right)=E_{m}\left(B_{\rho}(x, r) \mid X_{0}=x_{0}\right) \leq E_{m}\left(B\left(x_{0}, 2 r\right) \mid X_{0}=x_{0}\right)
$$

but from Theorem 5.1 we have that

$$
E_{m}\left(B(x, 2 r) \mid X_{0}=x\right) \asymp R_{m}(x, 2 r) V_{\rho}(x, 2 r) \asymp R_{m}(x, r) V(x, r) \asymp E_{m}(x, r)
$$

and we obtain (34). Let us observe that the conditions $(V D)_{\rho},(M)$ and $\left(R_{2}\right)$ are needed in the application of Theorem 5.1.

Theorem 5.2. If $(\Gamma, \rho)$ satisfies $\left(p_{0}\right),(V D)_{\rho},(M)$ and $\left(R_{2}\right)$ then, for $B=B_{\rho}(x, r)$

$$
\begin{equation*}
\mathbb{P}_{x}\left(T_{B}<n\right) \leq C \exp \left(-c k_{m}(x, n, r)\right) \tag{35}
\end{equation*}
$$

where $k=k_{m}(x, n, r)>1$ is the maximal integer for which

$$
\begin{equation*}
\frac{n^{m}}{k} \leq c \min _{y \in B_{\rho}(x, r)} E_{m}\left(B_{\rho}\left(y, \frac{r}{k}\right)\right) \tag{36}
\end{equation*}
$$

where $c$ is a small fixed constant (c.f. [14, p. 72. Definition 6.1]).
Definition 5.1. Let us define $\beta=\beta_{m}$ as the smallest possible exponent for which

$$
\begin{equation*}
\frac{R^{2} V_{\rho}(x, R)}{r^{2} V_{\rho}(x, r)} \leq C\left(\frac{R}{r}\right)^{\beta_{m}} \tag{37}
\end{equation*}
$$

and observe that (37) is equivalent to $(V D)_{\rho}$.
From the definition of $\beta$ and $(V D)_{\rho}$ it follows that $\beta>2$.
Remark 5.2. There are several further equivalent forms of (35). In the simplest case if $\left[r^{2} V_{\rho}\right.$ $(x, r)] \asymp r^{\beta}, B=B_{\rho}(x, r)$ one has

$$
\begin{equation*}
\mathbb{P}_{x}\left(T_{B}<n\right) \leq C \exp \left(-c\left(\frac{r^{\beta}}{n^{m}}\right)^{\frac{1}{\beta-1}}\right) \tag{38}
\end{equation*}
$$

Remark 5.3. From (38) one can see that the estimate is weaker as $m$ increases. However it should be recognized that the increase of $m$ not only increases the upper bound but the probability on the left hand side of (38).

Proof of Theorem 5.2. The proof follows the old, nice idea of [1] (see also [5, Lemma 3.14]). The only modification is that we use the very rough estimate:

$$
T_{B_{\rho}(x, r)}^{m} \geq \sum_{i=1}^{k} \tau_{i}^{m}
$$

where $\tau_{i}$ is the exit time of $B_{\rho}\left(\xi_{i}, \frac{r}{k}\right), \xi_{i}=X_{\tau_{i-1}}$ and $k \geq 1$ will be chosen later. From Lemma 5.4 we have that with $t=\frac{n}{k}$

$$
\begin{equation*}
P(\tau<t) \leq p+a t^{m} \tag{39}
\end{equation*}
$$

where $p \in\left[\frac{1}{2}, 1-\varepsilon\right]$ and $a=\frac{2^{m}}{\bar{E}_{m}\left(x, \frac{r}{k}\right)}$. Let $\eta$ be such that $P(\tau<t)=\left(p+a t^{m}\right) \wedge 1$. The relation (39) can be rewritten as

$$
\begin{aligned}
& P\left(\tau^{m}<s\right) \leq p+a s \\
& \mathbb{E}\left(\exp \left(-\lambda \tau^{m}\right)\right) \leq \mathbb{E}\left(\exp \left(-\lambda \eta^{m}\right)\right) \leq p+a \lambda^{-1}
\end{aligned}
$$

From that point the proof can be finished as in [5].
Remark 5.4. From the definitions, from Theorem 5.2, $(V D)_{\rho}$ and $(E R)_{\rho}$ it is immediate that

$$
\begin{align*}
\frac{n^{m}}{k+1} & \geq q \min _{y \in B_{\rho}(x, r)} E_{m}\left(B_{\rho}\left(y, \frac{r}{k}\right)\right)  \tag{40}\\
& \geq c q \min _{y \in B_{\rho}(x, r)} E_{m}\left(B_{\rho}(y, r)\right) k^{-\beta_{m}},  \tag{41}\\
(k+1)^{\beta_{m}-1} & \geq c q \frac{E_{m}\left(B_{\rho}(\underline{y}, r)\right)}{n^{m}},  \tag{42}\\
k+1 & \geq c\left(\frac{E_{m}(B)}{n^{m}}\right)^{\frac{1}{\beta_{m}-1}}, \tag{43}
\end{align*}
$$

where $B=B(x, r)$, which yields

$$
\begin{align*}
& \mathbb{P}_{x}\left(T_{B}<n\right) \leq C \exp \left(-c\left(\frac{E_{m}(B)}{n^{m}}\right)^{\frac{1}{\beta_{m}-1}}\right)  \tag{44}\\
& \mathbb{P}_{x}\left(T_{B}<n\right) \leq C \exp \left(-c\left(\frac{H(x, r)}{n^{m}}\right)^{\frac{1}{\beta_{m}-1}}\right) . \tag{45}
\end{align*}
$$

### 5.2. The Einstein relation

The relation between the mean exit time of a ball, its volume and resistance is regarded as a key tool to obtain heat kernel estimates. In this section we obtain the corresponding relation with respect to the distance $\rho$.

Theorem 5.3. If $(\Gamma, \mu)$ satisfies $\left(p_{0}\right),(V D)_{\rho},(M)$ and $\left(R_{2}\right)$ then, it satisfies the Einstein relation, $(E R)_{\rho}$ :

$$
\begin{equation*}
E_{\rho}(x, 2 r) \asymp\left[R_{m}\left(x, B^{c}\right) V_{\rho}(x, 2 r)\right]^{1 / m} \tag{46}
\end{equation*}
$$

with $B=B_{\rho}(x, 2 r), E_{\rho}(x, r)=\mathbb{E}_{m}\left(B_{\rho}(x, r) \mid X_{0}=x\right)$.
Corollary 5.3. Under the same conditions

$$
\begin{equation*}
E_{\rho}(x, 2 r) \asymp\left[r^{2} V_{\rho}(x, 2 r)\right]^{1 / m} . \tag{47}
\end{equation*}
$$

Theorem 5.3 will follow from Theorem 5.1, the next statement and from the tail estimate (38) of the exit time.

Lemma 5.5. Under the same conditions of Theorem 5.3

$$
E_{\rho}(x, r) \asymp E_{m}(x, r)^{1 / m} .
$$

Proof. Let $B=B_{\rho}(x, r), T=T_{B}$ From the Jensen inequality we obtain that for $m \geq 1$

$$
E_{m}(x, r)=\mathbb{E}_{x}\left(\Omega_{m+1}\left(T_{B_{R}(x, r)}\right)\right) \asymp \mathbb{E}_{x}\left(T^{m}\right) \geq\left[E_{\rho}(x, r)\right]^{m}
$$

For the opposite estimate denote $E=E_{m}(x, r)$ and

$$
\begin{aligned}
E_{\rho}(x, r) & =\sum_{n} P(T>n) \geq \sum_{n=c_{0}(E)^{1 / m}}^{2 c_{0}(E)^{1 / m}} P(T>n) \\
& \geq c_{0} E^{1 / m} P\left(T_{B}>2 c_{0} E^{1 / m}\right) .
\end{aligned}
$$

Now we use Theorem 5.2, in particular (45)

$$
\begin{equation*}
\mathbb{P}_{x}(T<n) \leq C \exp \left(-c\left(\frac{H(x, r)}{n^{m}}\right)^{\frac{1}{\beta-1}}\right) \tag{48}
\end{equation*}
$$

Given that we assume that $B(x, r)$ is the connected component containing $x$ it and finite as assumed (c.f. Condition 5.1), it follows that $\mathbb{P}_{x}(T<\infty)=1$, that means that

$$
\begin{aligned}
\mathbb{P}_{x}(T \geq n) & =1-\mathbb{P}_{x}(T<n) \\
& \geq 1-C \exp \left(-c\left(\frac{H(x, r)}{n^{m}}\right)^{\frac{1}{\beta-1}}\right) \geq 1 / 2
\end{aligned}
$$

if we chose $n^{m} \geq H(x, r)$ and $c_{0}$ such that $\log C-c\left(\frac{1}{2 c_{0}}\right)^{\frac{1}{\beta-1}}=1 / 2$ i.e. $c_{0}=\frac{1}{2}\left(\frac{c}{\log C-1 / 2}\right)^{\beta-1}$, the proof is complete.

Proof of Theorem 5.3. The statement is immediate from Lemmas 5.2, 5.5 and Theorem 5.1.

## 6. Two-sided estimates

In this section we show that $(V D)_{\rho},\left(R_{2}\right)$ implies the off-diagonal upper and near diagonal lower estimates.

### 6.1. The off-diagonal upper estimate

The off-diagonal estimate can be easily obtained from the diagonal one.
Theorem 6.1. Assume $\left(p_{0}\right),(V D)_{\rho},(M)$ and $\left(R_{2}\right)$ and $(D U E)_{F}$ then

$$
\begin{aligned}
p_{n}(x, y) & \leq \frac{C}{V(x, f(x, n))} \exp (-c k(x, n, r)) \\
& \leq \frac{C}{V_{\rho}(x, f(x, n))} \exp \left(-c\left(\frac{F_{\rho}(x, d(x, y))}{n}\right)^{\frac{m}{\beta_{m}-1}}\right)
\end{aligned}
$$

The proof is word by word the same as for Theorem 8.5 in [14, p. 110] or an alternative proof is a combination of Theorems 8.6 and 8.10 in [14, pp. 113, 129].

### 6.2. Lower estimates

It is standard to deduce a diagonal lower estimate and its stronger form from (33) (see also in [14, p. 73 Theorem 6.2 and p. 76 Remark 6.1]).

Proposition 6.1. If (33) holds there is a $c>0$ such that for all $n: \varepsilon F \geq n>0, R \geq$ $f(x, 2 n), B=B_{\rho}(x, r)$

$$
\begin{align*}
& p_{2 n}^{B}(x, x) \geq \frac{c}{V_{\rho}(x, f(x, n))}  \tag{LDLE}\\
& \widetilde{p}_{n}(x, x) \geq \frac{c}{V_{\rho}(x, f(x, n))}, \tag{DLE}
\end{align*}
$$

where $f(x, \cdot)$ is the inverse of $F(x, \cdot)$ in the second variable.
Corollary 6.1. We have that $\left(p_{0}\right),\left(V D_{\rho}\right),(M)$ and $\left(R_{2}\right)$ imply both inequalities (DLE) and (LDLE).

The next task is to show the Near Diagonal Lower Estimate ( $N D L E$ ): There are $\delta$ and $c>0$ such that, for all $x \in \Gamma, r>0, y \in B(x, r), n>0$ if $\rho(x, y) \leq \delta f(x, n)$ then,

$$
\tilde{p}_{n}(x, y) \geq \frac{c}{V_{\rho}(x, f(x, n))}
$$

and its stronger form the Particular Lower Estimate (PLE): There are $\varepsilon, \delta, c>0$ constants such that for all $x, y \in \Gamma, n \geq r>0$

$$
\begin{equation*}
\tilde{p}_{n}^{B_{\rho}(x, R)}(x, y) \geq \frac{c}{V(x, f(x, n))} \tag{49}
\end{equation*}
$$

provided that $d(x, y) \leq \delta f(x, n), n \leq \varepsilon F(x, r)$.
Theorem 6.2. If $(\Gamma, \mu)$ satisfies $(V D)_{\rho},(D L E)$ and (DUE) then, (NDLE) and (PLE) hold.
Proof. First we prove

$$
\tilde{p}_{2 n}^{B_{\rho}(x, r)}(x, y) \geq \frac{c}{V_{\rho}(x, f(x, n))}
$$

for $x, y \in \Gamma$ satisfying $d(x, y) \equiv 0 \bmod 2$. Let us choose $r$ such that $n=F_{\rho}(x, r)=$ $\left[r^{2} V_{\rho}(x, r)\right]^{1 / m}$ and denote $B=B_{\rho}(x, r) f_{n}(y)=p_{n}^{B}(x, y)+p_{n+1}^{B}(x, y)$, then

$$
\left|f_{n}(x)-f_{n}(y)\right|^{2} \leq R_{m}(x, y) \mathcal{D}_{m}\left(f_{n}, f_{n}\right)
$$

By Lemma 4.1 we have that

$$
\left|f_{n}(x)-f_{n}(y)\right|^{2} \leq R_{m}(x, y) \mathcal{D}_{m}\left(f_{n}, f_{n}\right)=R_{m}(x, y) f_{2 n}^{(m)}
$$

Now we can apply Lemma 4.2 to $f_{n}$ and the diagonal upper and lower estimates

$$
\begin{aligned}
\left|f_{n}(x)-f_{n}(y)\right|^{2} & \leq R_{m}(x, y) \frac{1}{n^{m}} f_{n}(x) \\
& \leq \frac{\bar{R}_{m}(x, \delta r)}{n^{m}} f_{n}(x) \\
& \leq C \frac{\delta^{2} r^{2}}{r^{2} V_{\rho}(x, r)} f_{n}(x) \leq \frac{1}{4} f_{n}^{2}(x),
\end{aligned}
$$

if $\delta$ is small enough. The above inequality and Proposition 6.1 mean that

$$
\tilde{p}_{n}(x, y) \geq \widetilde{p}_{n}^{B}(x, y) \geq \frac{1}{2} \widetilde{p}_{n}^{B}(x, x) \geq \frac{c}{V_{\rho}(x, r)}
$$

Proof of Theorem 1.2. The diagonal upper estimate follows from Theorem 4.1, The offdiagonal upper estimate is stated in Theorem 6.1. The combination of Proposition 6.1 and Theorem 6.2 shows (5).

The reverse direction can be seen easily. The implication $(U E)+(P L E) \Longrightarrow(D U E)+$ $(D L E) \Longrightarrow(V D)_{\rho}$ is immediate. The inequality $\left(R_{2}\right)$ follows from the connection of $g_{m}^{B}(x, x)$ and $R_{m}\left(x, B(x, r)^{c}\right)$ and direct calculation using (DLE): Let $F=F(x, r)=\left[r^{2} V_{\rho}(x, r)\right]^{1 / m}$

$$
R_{m}(x, r)=g_{m}^{B}(x, x) \geq c \sum_{n=F}^{2 F} n^{m} p_{n}^{B}(x, x)
$$

then we have

$$
R_{m}(x, r) \geq c \sum_{n=F}^{2 F} n^{m} p_{n}^{B}(x, x) \geq c \frac{r^{2} V_{\rho}(x, r)}{V_{\rho}(x, r)}
$$

which yields $\left(R_{2}\right)$.
Remark 6.1. Kigami in [11] constructed a metric which is quasi-symmetric to $d(x, y) V_{R}(x, d$ $(x, y))+d(x, y) V_{R}(y, d(y, x))$. This procedure can be applied to $\rho^{2}(x, y) V_{\rho}(x, \rho(x, y))+$ $\rho^{2}(x, y) V_{\rho}(y, \rho(x, y))$ as well. All the conditions are satisfied to obtain a new metric $\sigma$ which is quasi symmetric to $\rho$. We know that $(V D)_{\rho}$ implies $(V D)_{\sigma}$ and our heat kernel estimates can be obtained in a new form:

$$
\begin{aligned}
& p_{n}(x, y) \leq \frac{C}{V_{\sigma}\left(x, g^{-1}(n)\right)} \\
& p_{n}(x, y) \leq \frac{C}{V_{\sigma}\left(x, g^{-1}(n)\right)} \exp \left(-c\left(\frac{\sigma(x, y)}{n}\right)^{\frac{m}{\beta-1}}\right) \\
& \widetilde{p}_{n}(x, y) \geq \frac{c}{V_{\sigma}\left(x, g^{-1}(n)\right)}
\end{aligned}
$$

under the same conditions as in Theorems 1.1 and 1.2, where $g^{-1}(n)$ is the inverse of $g(r)=$ $r^{a} V_{\sigma}(x, r)$ and $a$ is the exponent determined by construction of $\sigma$ from $\rho$. The parabolic Harnack inequality follows for $\sigma$ as well. It should be noted here, that with the introduction of the second new metric the dependence from $x$ in the exponential term is eliminated and $F(x, r)$ replaced by $g(r)$.

## 7. Examples

Example 7.1. Let us consider first the simplest possible example. Collapsing a slowly opening spherically symmetric tree with fractal dimension $\alpha=3$ and walk dimension $\beta=2$ (c.f. [6]) to $\mathbb{Z}^{+}=\{0,1, \ldots\}$ one obtains a transient weighted graph. The edge weights are $\mu_{0,1}=1$ and $\mu_{j-1, j}=2^{2(i-1)}$ if $j \in\left[2^{i}, 2^{i+1}\right)$ for $i \in \mathbb{Z}, i \geq 1$. Denote $D=\mathbb{Z}^{+} \backslash\left\{2^{i}\right\}, k=2^{i}$. It is clear
that $\alpha=3, \beta=2$ and with $m=2$ we have

$$
\begin{aligned}
p_{n}(0,0) & \asymp n^{-3 / 2} \\
G_{m}^{D}(0,0) & \asymp \sum_{n=0}^{\infty} n^{m-1} p_{n}^{D}(0,0) \asymp \sum_{n=0}^{k^{\beta}} n p_{n}^{D}(0,0) \\
& \asymp \sum_{n=0}^{k^{2}} n p_{n}(0,0) \asymp \sum_{n=0}^{k^{2}} n^{-1 / 2} \asymp\left(k^{2}\right)^{1 / 2}=2^{i}
\end{aligned}
$$

and in general for $N>0$

$$
G_{m}^{\mathbb{Z}^{+} \backslash\{N\}}(0,0) \asymp N
$$

This means that

$$
R_{m}(0, N) \asymp N
$$

and

$$
\rho(0, N) \asymp N^{1 / 2} .
$$

At the same time $\left(R_{2}\right)$ is satisfied.
Example 7.2. Now we consider the simple symmetric random walk on $\mathbb{Z}^{d}$, and first the case $d=2 k$. The vertex set of the graph is $\mathbb{Z}^{d}$, vertices $x, y \in \mathbb{Z}^{d}$ form an edge if $\|x-y\|=1$. Edge weights are uniform, $\mu_{x, y}=1 /$. From the diagonal estimates we have that

$$
\begin{equation*}
\alpha_{\rho} / \beta_{\rho}=d / 2 \tag{50}
\end{equation*}
$$

On the other hand we know from (47) that the proper scaling:

$$
\begin{align*}
& r^{\beta_{\rho}}=\left[r^{2} V_{\rho}(0, r)\right]^{1 / m}  \tag{51}\\
& \beta_{\rho}=\frac{2+\alpha_{\rho}}{m}
\end{align*}
$$

Due to the spherical symmetry we can assume that $d=\omega \alpha_{\rho}$ for some $\omega>0$. Consequently we have $\beta_{\rho}=2 \omega$ as well. The solution of these identities is:

$$
\begin{aligned}
\alpha_{\rho} & =\frac{2 d}{2 m-d} \\
\beta_{\rho} & =\frac{4}{2 m-d}
\end{aligned}
$$

and

$$
\omega=\frac{2 m-d}{2} .
$$

We have the restriction $\omega>0$ and $m \geq\left\lceil\frac{d-2}{2}\right\rceil$ an integer, that yields for $d=2 k, m=k+1, \omega=$ 1. As a result we have

$$
\rho(x, y) \asymp d(x, y) .
$$

For $d=2 k+1$ we have $\omega=1 / 2, d(x, y) \asymp \rho(x, y)^{1 / 2}$. The correction would be the use of $m=\frac{d+1}{2}$ but at present we cannot handle non-integer derivation in Lemma 4.2. If we use
the quasi-metric $R_{m}$ instead of $\rho$ we obtain for $\mathbb{Z}^{d}, d=2 k+1$ that $R_{m}(x, y) \asymp d(x, y)$. In fact the use of the metric $\rho$ is not essential in the whole work. One can see that the use of the weak triangular inequality would cause controllable cumulation of constants and the heat kernel estimates hold with respect to $R_{m}$.
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